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Spatial outliers detection considering distances among their neighbors
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Abstract: Detection of spatial outliers has been one of the hot issues in the field of spatial data mining and knowledge

discovery. So far, the detection of spatial outliers is determined by spatial outlier factor in most of the existing methods,

while geometrical distances among their corresponding spatial neighbor are ignored. In this case, these existing methods

are inappropriative to the spatial inhomogeneous distribution. To overcome this limitation, this paper presents a new

method for spatial outlier detection, named as spatial outlier measure method ( SOM for short). At first, some concepts

related to the SOM are defined, such as the attribute gradient, the inverse distance weight and the degree of spatial

outlier. The algorithm of the SOM is further presented. One can easily find that the new method considers the distances

among the neighborhood and their effects on the attribute values of the target entities, and the degree of spatial outlier is

used to check spatial outliers. Finally, a practical example is employed to demonstrate the validity of the method proposed

in the paper, where the Cr concentration data of soil in a southern city of China are utilized.
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1 INTRODUCTION

Spatial outlier pattern is more valuable than the universal
one, which implicates much unexpected information and
stands for the specificity of the geographical phenomena or
the geographical processes. Spatial outlier plays significant
role in many applications fields, such as geological disaster
monitoring , mineralization  forecasting, geological
movement research, mines hydrological monitoring, earth
geophysical and geochemical data analysis, public safety
and health, remote sensing image data processing and
others. By definition, the spatial outlier detection is to find
a small part of data which deviate from universal pattern in
the spatial database. Hawkins defines spatial outlier (also
called isolation) as “which deviate so much from other
observations so as to arouse suspicions that they were
generated by a different mechanism” ( Hawkins, 1980 ).
After that, many scholars have proposed various definitions
of outlier and methods for the outlier pattern detection.
These research results may be divided into six categories,
the distribution-based, the depth-based, the distance-based,

the density-based, the cluster-based and the super-map-
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spatial outlier, spatial nearest neighbor, spatial outlier measure, inverse distance interpolation

based ( Hautamaki et al., 2004; Cheng & Li, 2006; Wei
et al.,2002). Since the traditional outlier detection methods
don’t distinguish spatial dimension and non-spatial
dimension, and ignore the spatial characteristics of
observations, they are not suitable for the spatial outliers
detection. Shekhar firstly definite the spatial outlier as “a
spatially referenced object whose non-spatial attribute values
are significantly different from those of other spatially
references objects in its spatial neighborhood. ” Informally,
a spatial outlier is a local instability, whose non-spatial
attributes are extreme relative to its neighbors, while they
may not be significantly different from the entire trend
( Shekhar et al., 2001, 2003 ). At present, spatial outlier
detection methods includes, in general, qualitative and
quantitative types. The qualitative method is a graphic-
based (such as Variable clouds and plot) visualization
approach, which discovers outlier data in the graph.
Indeed, this method has been rarely used due to many
disadvantages ( Huang et al., 2006 ). The quantitative
methods can be classed into the distance-based method, the
density-based  method, the convex-shell-depth-based
method, etc ( Shekhar et al., 2001 ). These detection
methods only focus on the local difference of non-spatial
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attribute values based on the spatial neighbors, while the
influence of the distances among the neighbors is ignored.
Therefore, this paper will propose a spatial outliers measure
method (SOM for short) , which takes the distances among
the spatial neighbors into account.

2 RELATED WORK AND OUR STRATEGY IN
THIS PAPER

2.1 Related Work

Shekhar et al., (2001, 2003 ) employ the statistics
aggregation function to detect the outlier points in the
spatial neighbors, whose main idea is to utilize function
S(X) = f(X) - fo.(X) to define the spatial outliers,
where f( X) is the non-spatial attribute value of the X,
N(X) is the spatial neighbors of X, fi (X) =
E v (f(Y)) ,and usually, E is the average function.
That is, spatial outlier is a spatial entity whose non-
spatial attribute values are significantly different from the
non-spatial values average of the spatial neighbors. After
computing the non-spatial attribute values average g( X)
of the spatial neighbors, the formula 7, =h(X,) =f(X,)
- g(X,) is used to generate a set { h, ,h,,-=-,h, |. In the
set {Y,, Y,,--, Y | generated by Y, =1 (h, —u)/o !,
the top m entities form the spatial outliers set( Lu er al.,
2003). A spatial local outlier measurement ( SLOM) is
presented by Chawla & Sun (2006 ), basing on the
distances of the spatial entities attribute to their spatial
neighbors. In Huang & Qin’s research (2004 ) , the local
density is computed according to the attribute distances
in the spatial neighbors, and the ratios of the entity’s

>

local density to its near neighbors densities are

computed, too. Then, the ratios’ average value of
spatial neighbors of each entity is computed. The spatial
outliers are detected according to the average values.
Similarly, Ma & He (2006), Zhou et al., (2003 ) and
Huang et al. (2006) also utilize the non-spatial attribute
distances to detect spatial outliers. In general, the
existing spatial outlier detections procession can be
divided into 3 steps: (1) to employ the entities’
coordinates to define the spatial neighbors, (2 ) to
compute the non-spatial attribute deviations factors of the
entity from their spatial neighbors according to the non-
spatial attribute distances, (3 ) to identify the spatial
outliers depending on the non-spatial attribute deviation
factors. Spatial neighbors are usually constructed
depending on the spatial relationships ( such as distance
and joint), where the most general method is the k-
Nearest Neighborhood ( Hautamaki ez al., 2004 ).

To identify the spatial outliers, all existing methods
commonty consider that the entity is equally influenced
by its neighbors, while the entity’s distances to its spatiat
neighbors are negtected. Thus, when the spatial entities
distribution is unevenly, the distances of the entity to its

spatial neighbors are prominently varied, and the
neighbors’ effects to it are very different. For instance, in
Fig. 1, the entity A’s distances to its spatial neighbors are
far less than B’s. Clearly, the impacts among the entities
around A are far more than those around B. Since the
spatial autocorrelation and continuity of the non-spatial
attributes are the inherent properties of the spatial entity,
“the first law of geography” (Tobler, 1970) shows that the
near entities attribute difference is less than distant entities.
In Fig. 1, on the assumption that a pollution source
(denoted by @) locates in the south of B, the impact in
the region, which is a function of the inverse distance, only
relates to the distance from the pollution source. I.e. the
pollution changes equably. Obviously, the monitoring result
around B is significantly higher than that around A. If
employing the existing detection methods to identify the
spatial outliers, there are a little difference among the
monitoring results around A since A is far away from the
pollution source, and the A’s distances to its neighbors are
nearly equal. Thus, it’s difficult to identify the spatial
outlier around A. However, around B, because the B’s
distances to its neighbors are quite different, the monitoring
results are much deviated from its neighbors. Then, B is
likely to be regarded as a spatial outlier. Obviously, the
neglect of the distances within the neighbors may lead to
some drawbacks. That is, when we compute the spatial
outlier factors based on the non-spatial attributes of the
entities in the neighbors, the distances among the neighbors
can not be ignored.

Fig. 1 Illustration of inhomogeneous
distribution of spatial entities

2.2 Our strategy in this paper

For a spatial entity O, let N(O) = {X,,X,,-,X,},
where N(O) is O’s spatial neighbors, and f( X,) is the
non-spatial attribute value. In order to identify whether
O is a spatial outlier, the inverse distance weighted
(IDW for short) interpolation formula is employed to
compute the attribute value of O, noted as f© (0),
which can be represented as follows:
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raulsy)
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where n is the number of entities in O’s neighbors,
ff(X,) is the observed value of X,, D _(0,X,) is the
distance between O and X,( Wang, 2006). Because IDW
interpolation depends on the inverse distances among the
spatial entities, the formula (1) takes the interaction
weight among the spatial entities into account so that the
impact from the near entity is stronger than that from the
distant entity. Then, |f*(0) -f(0)|>e& (& is a given
threshold ) shows that O is significantly different from it’s
neighbors, and O is a spatial outlier. In other words, it
illuminates that the O’s attribute value is impacted not
only by its neighbors but also by other factors. So in this
paper, \f“( 0) -f(0) \ can be taken for a spatial outlier
measure, which is a non-spatial attribute deviation factor
considering the entity’s distances to its neighbors. The
existing detection methods’ flaws for spatial inhomogen-

eous distribution are solved by this method.

3 A SPATIAL OUTLIER MEASURE CONSID-
ERING THE DISTANCES AMONG THE NEI-
GHBORS

To compute the degree of spatial outlier, some
concepts, such as the non-spatial attribute gradient, the
inverse distance weight factor and the degree of spatial
outlier, are defined strictly.

Definition 1; Non-spatial attribute gradient is the ratio
of the absolute margin value, which is between the spatial
entity O and a certain entity X, in the O’s neighbor, to the
distance between them. It is described as:

/C0) - /(X)) |

¢(0,X,) = D(0.X)

VX e N(O)

(2)

Definition 2. The inverse distance weight factor is

the inverse sum of the inverse spatial entity O’s distances
to all other entities in its neighbor. It is described as:

1

8(0) = — VX, e N(O) (3)

1
Z‘ D (0,X,)
Definition 3. Spatial Outlier Measure ( SOM for
short) is the product of the attribute gradient and the
inverse distance weight factor, which is described as:

SOM(0) = ¥ G(0,X,) x58(0) VX, e NCO)
i=1

(4)

Definition 4. Spatial outlier is a entity whose SOM

exceeds the threshold &. Then, S, ... | VX

SOM(X) > e} ,where S, ..
In practice, since the value of g is difficult to be

is the spatial outliers set.

established, in general, the methods to generate the
outliers set include (1) given the number («a) of the
outliers, the top « entities in the SOM set sorted by
descending order compose the outliers set ( Huang er al.,
2006; Lu ef al., 2003 ; Chawla & Sun, 2006; Huang &
Qin, 2004 ; Ma & He, 2006), (2) given the threshold
value (&) of the SOM, all entities whose SOMs are
greater than g form the outliers set ( Zhou et al.,2003).
The former is utilized in this paper. Let the spatial

entities set SD = {X,, X,, X,, -=-, X, |. Each entity’s
SOM value is computed. Let S,,, = { SOM (X, ),
SOM(X,),--, SOM (X,) |. If i ,i,,---, i_ are code of
the top « entities in the descending order SOM set, the

=X, X,, X

il 2 i3

spatial outliers set O L Xt

Since the non-spatial attribute value gradients take the

outliers

spatial entity’s interaction from its neighbors into
account, SOM based on the non-spatial attribute gradient
considers the spatial entity’s distances from its
neighbors. This method reflects the non-spatial attribute

values’ spatial autocorrelation and continuity.

4 DESIGN AND ANALYSIS OF THE SOM AL-
GORITHM

4.1 Algorithm of SOM dsign

The algorithm of SOM can be divided into five steps:

(1) to generate the spatial neighbors of each spatial
entity ;

(2) to compute the non-spatial attribute gradient
between the entity and its neighbors;

(3) to compute the inverse distance weight factor of
each spatial entity;

(4) to compute the SOM value of each entity, and

(5) to sort the SOMs set by descending order and
picking out the top « entities from the set to compose
spatial outliers set.

While generating the spatial neighbors, the algorithm-
complexities of the fixed-number method or fixed-distance
method are very high, and the extrapolation impacts
greatly on the interpolation results, etc ( Du & Xiao,
2005). Since the Delaunay triangulated irregular network
(D-TIN for short) is employed to construct the spatial
neighbors easily (Du & Xiao, 2005; Adam et al.,2004) ,
this paper utilizes the nodes inter-connectivity in the D-
TIN to form the spatial neighbors. Namely, the spatial
neighbor of the node contains all the nodes linking
directly to it. Besides, the two methods, which include
the given number of outlier and the given threshold of the
SOM value, can be utilized to determine the number o« of
the spatial outliers. This paper chooses the former method
to find out the spatial outliers. The SOM algorithm is
described in detail as follows:

Input. Spatial entities set SD , the number « of
spatial outliers
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Output: Spatial outliers set S
Sub Main( )
%
CreateTIN(SD) ;
//Employs Mirko algorithm ( Mirko & Borut, 2005)
to build D-TIN for spatial entities
CreateNeighbor ( ) ;//Creates spatial neighbors of

Outliers

each node
SSOM = d);
for each O € SD
%

G(0) =0;
//Initializes the cumulative variable of the gradient
8(0) =0;

//Initializes the cumulative variable of the inverse
distance weight factor

for each X e N(O)

{

G(0,X) = 1f(0) -f(X)1/D,(0,X);

//Computes the attribute value gradient

G(0O)=G(0) +G(0,X);

//Cumulates the attribute value gradient

8(0) =6(0)+1/D (0,X);

//Cumulates the inverse distance

|
f

6(0) =1/6(0);
//Computes the IDW factor
SOM(0) = G(O) x8(0);
//Computes the SOM value
Ssom = Sson U 1SOM(0) | ;
//Add the SOM of O to §
%

S’ [ ] =SortSOM( Sy ) 3
//Sorts the S, by descenting order and saves to the

SOM

array S’
Sowien = | YX:SOM(X) =S’ [k] ANl <k<al
//Fetches the top a« SOM from the array S’ to
compose S, i
Return S 0.3

!
J

//The procedure of the spatial neighbor Creation

Sub CreateNeighbor( )

1

for each edge in Edges

//Edges is a edges set of TIN

%

//Adds an
endpoint’s neighbor

AddNeighbor( N(edge. pointl ) ,edge. point2) ;

AddNeighbor( N(edge. point2) ,edge. pointl ) ;

D, (edge. pointl ,edge. point2) =edge. Length;

endpoint of an edge to another

//Saves the distance of a edge to the distance list

|
f

}

4.2  Analysis of the complexity of the SOM al-
gorithm

In general, there are four factors needing to be
considered for the complexity of the algorithm, including:

1) The complexity of generating the D-TIN. This
paper employs Mirko’s algorithm to generate the D-TIN,
which runs in O (n) time (Mirko & Borut, 2005)

2) The complexity of forming the spatial neighbors.
If n denotes the number of nodes, the maximum of the
edges of the D-TIN is (3n-6) (He et al.,2006). This
step runs in O (3n) time.

3) The complexity of computing the SOM values. In
the D-TIN, since the maximum of the edges is (3n -6)
and each node has 6 directly connective nodes on
average, this step runs in O (6n) time.

4) The complexity of sorting the SOM values
is O (n) (Zhou, 2006).

Summarizing the complexity of the four above steps,
the total complexity of SOM algorithm is O (11n).

5 EXAMPLE

The 103 observed data of the soil Cr concentration in a
Chinese Southern city is employed to prove the feasibility
and validity of the algorithm proposed in this paper. Fig. 2
shows the D-TIN, which has 295 edges, built by the 103
soil monitoring points. On average, each node has 5.7
directly connective nodes. Table 1 enumerates some
observation points and their spatial neighbors. The points’
distances and the concentration margin absolute values to
their spatial neighbors are listed, too. In Table 2, the SOM

values of each point are listed in descending order.
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Fig. 2 D-TIN of observation points of soil
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Table 1 Spatial neighbours of observation points and the distances among them

Cr concentration

Cr concentration

Observed Near : . Observed Near . .
. . Distance/m margin absolute . . Distance/m margin absolute
point ID point ID point ID point ID
values values
0 1 1590.32 33.9 2 40 12071.23 7.53
0 40 13416.78 43.68 2 1 3722.83 17.31
0 94 4081.17 52.69 2 8 2454.77 25.84
0 5 6943.48 55.74 2 39 15003.59 47.33
0 45 31061.54 40.43 ) 39 16173.23 21.49
1 40 13084.92 9.78 3 6 9926. 11 33.03
1 94 4524.85 18.79 3 2454.77 25.84
1 0 1590.32 33.9 3 1 5453.38 8.53
1 3 5453.38 8.53 3 94 8144.36 27.32
1 2 3722.83 17.31

Table 2 Descending order of SOM

Observed point 1D SOM Observed point 1D SOM
96 60.67 34 32.88
70 59.43 100 30.89
21 52.66 47 29.79
69 47.16 30 29.73
39 45.12 20 29.7
33 43.21 19 29.6
0 41.63 36 29.04
68 39.67

If we select five spatial outliers from Table 2, the
=196, 70, 21, 69, 39{. The
locations of the outliers are showed in Fig. 3.

spatial outliers set S

outliers

Fig. 3 Location of Outliers (®—outliers, #—pollution source )

In order to analyze the cause of the outliers, outliers and
their neighbors’ land used types and elevators are enumerated
in Table 3. Clearly, the prominent differences of land used
types between the 96, 70, 21, 39 and their spatial neighbors
are the causes of outliers. In somewhere, Mountains obstruct
some nodes. Though the land used types of the 69 is consi-
stent with its nearest neighbors, its elevator is quite different

from its neighbors, and mountains obstruct them. Fig. 3
demonstrates little relation between the pollution sources and
the outliers’ distribution. Through the above analysis, the
main causes of the spatial Cr concentration outliers include
(1) the differences of the land used types; (2) topographical
differences, such as elevator or mountain barriers.

Table 3 Outliers and their nearest neighbors’
soil types and elevators

Outlier points Neighbors
ID |Land used type| Elevator/m | ID Land used type | Elevator/m
23 Paddy field 48.36
17 Vegetable field 264.12
Vegetable .
96 fiold 47.94 20 Paddy field 133.00
“ 19 Corn field 96. 54
35 Litchi Field 15.21
68 Vegetable field 89.74
69 Paddy field 132.33
100 Vegetable field 25.11
Vegetable R
70 feld 36.47 60 Litchi Field 28.33
iel
62 Litchi Field 36.11
61 Vegetable field 62.00
64 Paddy field 41.85
19 Corn field 96.54
74 Vegetable field 100.25
Vegetable .
21 field 83.52 20 Paddy field 133.00
“ 2 | Paddy field 124.41
73 Paddy field 100.51
100 Vegetable field 25.11
Vegetable 68 Vegetable field 89.74
69 i 132.33
field 70 Vegetable field 36.47
76 Vegetable field 20.36
40 Paddy field 45.01
2 Vegetable field 153.78
3 Paddy field 137.65
Vegetable .
39 feld 103.28 48 Paddy field 13.65
iel
46 Vegetable field 17.22
44 Paddy field 36.32
8 Paddy field 75.64

6 CONCLUSIONS AND FURTHER WORK

The spatial outlier detection is useful to discover the
underlying laws about the geographical phenomenon
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development, which is one of hot issues in the field of
spatial data mining and knowledge discovery. Most existing
methods find out the spatial outliers, which are the top n
non-spatial attribute deviation factor, from their spatial
neighbors without considering the entities’ distances to their
spatial neighbors. Especially, in the case of spatial inhom-
ogeneous distribution, where the non-spatial attribute values
change continuously and are of spatial autocorrelation, the
distances need to be considered while we compute the non-
spatial attribute values deviation factors. To solve this
problem, the SOM method proposed in this paper considers
the entity’s distances to its spatial neighbors. This method
employs Delaunay TIN to generate the spatial neighbors.
The SOM algorithm is described in detail, which runs in O
(11n) time, and is less than the SLOM ( Chawla & Sun,
2006) . the SOM method has two limitations:

(1) when the entity’s distance to its spatial neighbors is

However,

close to zero, the SOM value may be exceptional, and (2)
the SOM error of the points locating on the TIN boundary
may be high. Thus, the further research work is to solve
these two problems.
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